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Advancements in AI appear exponential in skill

See: https://www.ml-science.com/exponential-growth



https://theaidigest.org/time-horizons

Advancements in AI appear exponential in length



https://blog.pragmaticengineer.com/are-llms-making-stackoverflow-irrelevant/

AI adoption appears commensurate & zero-sum
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Is this a good thing?
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People are chatting with AI



Devs are using AI copilots



And they’re using AI agents



Execute real-world 
actions 

Often fully autonomous 
within “guardrails”
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These tools require structured outputs & tool use

● Structured outputs: AI asked to conform responses to predefined schema

● Tool use: AI is allowed to invoke predefined list of “tools” 

● 21.2% of AI products use structured outputs, 32.7% use tools 



Challenge: structured outputs

● Devs want reliable APIs with predictable outputs
{ user: “Max”, preferences: [“Oreos”, “Math”] } → 

{ ad: “Max, the only thing sweeter than solving π is dunking it in milk.”, 

confidence: 0.8 }

● Many apps require strict relationships between payload entries, e.g.:

○ the “imports” list should include every package used in the “code” entry

○ each <a href=”...”>...</a> in the “html” block should point to a key in the “urls” list, with 
corresponding metadata

○ the payload should correctly parse into our specialized DSL for controlling a robot arm
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Structured outputs present a LangSec problem

User Server AI
x

f(x)

g(f(x))
y := g(f(x)) as T

y



Structured outputs present a LangSec problem

User Server AI

Make an image of a cat 
containing the following 
payload …

💥Result of arbitrary 
execution💥

{ image_description: 
“Cat”, image_payload: … }

Parses image 
to display in 
web-app

Make an image of a 
cat containing the 
following payload …



Challenge: Tool Use

Use-case Tool

Answer customer questions about products 🔎 Search over product documents

Coding assistant 💻 Code execution

Research assistant 🌍 Browser use

Factory assistant 🤖 Control robots

… …



Tool use presents a LangSec problem

User Server AI

Tell me about my 
customer named {“Bob”; 
SELECT * FROM 
SECRET_KEYS}

Bob and secret keys Tool: SQL
Cmd: SELECT * FROM USERS WHERE user_name 
= “Bob”; SELECT * FROM SECRET_KEYS

Serializes user 
and secret 
keys into a 
user object

Tools: SQL
Prompt: Tell me about …



Survey of 5 Y Combinator founders

● 5 use AI-enabled IDEs

● 4 require human review before merging code

● 2 use AI code reviewers

● 1 uses AI testing tools

● 4 use structured outputs or DSLs

● 1 developed a custom parser for LLM outputs

● 1 allows AI to make autonomous resource allocation decisions (buy, sell, etc.)



How can LangSec help?

● ✂ Verified parsers that solve common needs w/ structured outputs
○ See: BAML from BoundaryML

● ✅ Sandboxing-by-default for custom parsers
○ See: e2b, RunLoop, Daytona, Morph

● 🚨 Policy language + enforcement for tool use

● 😬 Safe sublanguages for common use-cases (e.g. SQL)



Conclusion

● 🔥 The future is being built by venture-backed college dropouts who don’t 
know the names “Rice” or “Turing”

● 🔬 We need super robust parsing & verification

● 🦠 I have a really fun new virus to show you if there’s time :)


